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1. 1Introduction

This is a very important research study which is meant to evaluate the effects of learning from heterogeneous data. It is relevant to study this topic because there has been a problem of learning representation of human face (Basso et al, 2003). To achieve this we will have to use neuron network which will help us collect relevant dataset, convert it into homogenous format, use machine learning and finally ensure that new data is developed into representation when it has the same structure as the original training data (Blanz and Vetter, 2000). For us to achieve greater result, we will ensure that we adopt active appearance model where data should remain in 2D images of face. They are them marked and then learning of representation is done using PCA to ensure that the shapes and appearance information are remaining normal. We will have to follow the above process in order to produce new 2D face images. The importance of using this approach is because it is able to produce high quality data and it also has multiple inputs which can be observed at different resolutions.

1. 2 Data Collection

It is important to collect data from different sources for this research (Schroff, Florian, et al, 2011). This will ensure that we have comprehensive data that with various features to meet the requirement of different purposes. We will use users profile in the establishment of recommendation systems or we will also use a model that can support the application of chronological behavior of users and social networks to deduce their interest on similar products (Abney, 2007). We will ensure that we use many assorted data sources to help us in building strong learning models to use in this study (de Almeida Freitas, 2014). In this case this will be named as framework assorted learning and we proposed to collect data such as no overlapping features, occasions and different networks.

1. 3 Transformation of data into homogeneous Format

To transform data into homogeneous format, we will ensure that we use an overall optimization structure and also formulate an equivalent learning model that comes from gradient boosting (Wallace, Roy, et al, 2011). This will be done to reduce empirical losses which usually occur during data transformation into homogeneous format (Gao et al, 2009). We will achieve this by the introduction of two different constraints which includes the fact that there must be a consensus in the proposed overlapping instances and the prediction in connected instances must be graphed effectively (Turney, 2000). We will use stochastic gradient to find the solution for objective function and we will also ensure that we design weighting strategy to put more focus on useful data sources but ignore others (Eldardiry and Neville, 2011).  We will initially ensure that suggested strategy is able to produce more accurate data. The use of this approach will enable us to be more successful that when ordinary concatenation information sources are used as commonly used in movies ratings.

1. 4 Application of Machine Learning

In this research, we also plan to use 3D morphable model to support our work in modeling and animation. We will also ensure that we only use standardized 3D morphable model and interactive learning algorithm. We will achieve greater result when we add arithmetic model a noise (Blanz and Vetter, 2002). The importance of the use of these models is that we will be able to make good use of missing data as it is a common phenomenon when data is collected through 3D generation system (Wissner-Gross, 2016). We will be forced to use 3D morphable because current models are more complex but are more efficient. At the end of our analysis, we will ensure that comparison analysis is done between 3D morphable model and traditional model (Basso et al , 2003). This will ensure that we used more reliable sources that ensure that the best quality results are achieved.

1. 5 Significance of this Research study

This research is very important in the identification of how heterogeneous data affect machine learning. It also promotes adaptive learning where the learners acquire the experience on how to execute a given task based on the data given for training. Finally this research is significant because it enables the learner to create self –organization.
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