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In the original article, there was an error. In the original main text, there was an inaccurate statement sentence the result of NETalk in Table 3.

A correction has been made to *Experiments* , *The validation of CBSNN on other datasets* :

• NETtalk ( [Sejnowski and Rosenberg, 1987](#B1) ) is usually used for speech generation, consisting 5, 033 training and 500 test. The input is a string of letters with fixed length of 7, which is encoded into 189 dimensions (each character has a 27 length one-hot vector). The output is 26 dimensions which represent 72 phonetic principles. For this mapping task with strong global regularities, VPSNN reaches 0. 8680 accuracy. Although CBSNN is only slightly higher than VPSNN, it saves about half of the computation cost.

The authors apologize for this error and state that this does not change the scientific conclusions of the article in any way. The original article has been updated.
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